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Abstract

Diagnostic errors are common and can
often be traced to physicians’ cognitive
biases and failed heuristics (mental
shortcuts). A great deal is known about
how these faulty thinking processes lead
to error, but little is known about how to
prevent them. Faulty thinking plagues
other high-risk, high-reliability
professions, such as airline pilots and
nuclear plant operators, but these
professions have reduced errors by using
checklists. Recently, checklists have
gained acceptance in medical settings,
such as operating rooms and intensive

care units. This article extends the
checklist concept to diagnosis and
describes three types of checklists: (1) a
general checklist that prompts physicians
to optimize their cognitive approach, (2)
a differential diagnosis checklist to help
physicians avoid the most common cause
of diagnostic error—failure to consider
the correct diagnosis as a possibility, and
(3) a checklist of common pitfalls and
cognitive forcing functions to improve
evaluation of selected diseases. These
checklists were developed informally and
have not been subjected to rigorous

evaluation. The purpose of this article is
to argue for the further investigation and
revision of these initial attempts to apply
checklists to the diagnostic process. The
basic idea behind checklists is to provide
an alternative to reliance on intuition and
memory in clinical problem solving. This
kind of solution is demanded by the
complexity of diagnostic reasoning,
which often involves sense-making under
conditions of great uncertainty and
limited time.

Editor’s Note: A commentary on this article appears

on page 279.

Diagnostic errors occur in medicine at
an appreciable, though unknown, rate,
estimated to be in the range of 10% to
15%.1,2 Many of these errors are
inconsequential, but others result in
substantial harm to patients. Diagnostic
errors are more likely to be preventable
and more likely to result in patient harm
than are other types of medical errors.3,4

Diagnostic errors reflect breakdowns in
our health care systems, our clinical
reasoning, or both.5 Solutions for the
system-based problems are relatively easy
to envision, but few interventions to

reduce cognitive errors have been
implemented or even proposed. Decision
support tools can be helpful, but unless
they are well integrated in the workflow,
they tend to be underused.6,7 Other
suggestions include reflective practice8,9

and training in metacognitive skills to
recognize flaws in the intuitive “thinking”
that underlies a substantial fraction of
our diagnoses.10

Given their success in other settings, it is
reasonable to suggest that checklists
might help reduce diagnostic errors.
Checklists are used by airline pilots in all
aspects of their work, but were not used
routinely until the crash of a Boeing 299
bomber in 1935, which resulted from a
pilot’s simple oversight—failure to
release the elevator locks.11 Checklists are
used by other high-risk, high-reliability
professions, such as submarine crews and
nuclear plant operators, to ensure
safety.12,13 Recently, physicians and
nurses have developed checklists to
ensure the completion of critical
procedures in hospitals.11 For example,
intensive care unit staff use checklists to
help prevent bloodstream infections and
ventilator-associated pneumonia,14 –16

and a recent international project cut
surgical deaths by half after introducing a
19-item checklist for operating rooms.17

The purpose of this article is to describe a
potential role for checklists in avoiding
diagnostic errors and to argue for the
further development and evaluation of

checklists in hospitals, clinics, and
emergency rooms.

Cognitive Processes in Diagnosis

Some insights on how checklists work
come from studies in cognitive
psychology related to the “dual-process”
model of thinking and reasoning (Figure
1).18 This model proposes two basic modes
of thinking. Type 1 processes are fast,
reflexive, intuitive, and may operate at a
subconscious level. We perform many tasks
that involve complex decision making
without giving them much attention or
thought, such as driving a car or
performing a neurological exam. Provided
they are repeated on a regular basis, these
tasks are relegated to an automatic
subconscious level, and if everything is as it
seems, we perform well. In contrast, Type 2
processes are analytic, slow, and deliberate.
They require focused attention.

Clinical work involves many behaviors,
but most are overlearned and executed
through Type 1 processes. However, as
useful as Type 1 thinking can be, it is
vulnerable to error. When we are in
clinical situations that seem familiar, we
are comfortable with our thoughts and
may become overconfident.2,19 It is
exactly under these circumstances that
checklists prove effective. For diagnosis,
generic checklists could force a reflective
check, and specific checklists could force
consideration of “must-not-miss”
diagnoses.
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Checklists could help us resist the biases
and failed heuristics that lead to
diagnostic errors20 (Table 1), and they
could facilitate proposed techniques for
improving diagnostic reasoning.2,10 Using
generic and specific checklists, we are
encouraged to

• decrease reliance on memory,

• consider a comprehensive differential
diagnosis for common symptoms,

• step back from the immediate problem
to examine our thinking process
(metacognition),

• develop strategies to avoid predictable
bias (cognitive forcing functions),

• recognize our altered mood states that
arise from fatigue, sleep deprivation, or
other conditions and develop strategies
to reduce their negative consequences
(affective forcing functions).

Diagnostic Checklists

Here, we describe three types of checklists
that could potentially reduce diagnostic

errors in hospitals, clinics, and emergency
rooms. The content of these checklists
will seem familiar and possibly even
insultingly obvious (e.g., “Obtain your
own complete history”), but their routine
use in practice would be a major change
for most physicians. After all, pilots no
longer feel insulted when reminded by
their copilots to release the elevator locks.

The general checklist

A general checklist provides a
reproducible approach to diagnosis.21 List
1 offers an example of such a checklist.
Some of the items may seem overly basic,
but many errors result from failures in
these areas.22 We sometimes forget the
“dumb steps” in our work, precisely
because they are dumb—we do not
articulate them, and we take them for
granted.11 Each of the steps in this
checklist is discussed in detail in this
section.

Obtain your own complete medical
history. There is no substitute for
obtaining your own history because

diagnostic errors often result from a
previous incomplete or misleading
history. They can also result from
“upstream” problems—those involving
previous encounters—such as
succumbing to the framing bias imparted
by a previously suggested diagnosis. A
diagnosis acquires enormous inertia once
it is proposed and communicated, to the
extent that subsequent physicians may
discount or fail to consider other possible
diagnoses. A related problem involves
“groupthink,” in which the chances of
error increase when the impressions of
one member of a group are too quickly
adopted by the others.23 Although there
may be occasions when an excess of facts
and data can be deleterious,24 the more
common problem for busy clinicians is
insufficient time to obtain a
comprehensive medical history, which
remains the foundation of reliable
diagnosis.

Perform a focused and purposeful
physical exam. The initial hypotheses
that inevitably come to mind during the
first moments of the patient encounter
should identify elements of the
subsequent physical exam that need
special attention. However, we must also
look for signs that might suggest alternate
diagnoses.25

Generate and differentiate initial
hypotheses with further history,
physical exam, and diagnostic tests.
Diagnostic errors commonly involve
problems related to diagnostic testing,26

and in a recent study testing-related
problems were a factor in over half the
cases.27 These problems can result from
an error in the laboratory or radiology
department itself, occurring at rates of
2% to 4%, or an error in the pre- or
posttest period, occurring at rates of 10%
to 20%.28 For example, the wrong test
was ordered, the result was lost, or the
physician misinterpreted the result.28

Pause to reflect—take a diagnostic
“time-out.” Short of seeking a second
opinion in every case, reflecting on the
plausibility of the working diagnosis may
be our best tool to avoid error.8,9 The two
most common cognitive errors are
context errors and premature closure.5,26

Context errors arise when a critical signal
is distorted by the background against
which it is perceived.24 A typical context
error would be the assumption that
abdominal pain reflects a problem with
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Figure 1 A model for diagnostic reasoning based on dual-process theory. Adapted with
permission from Croskerry P. A universal model for diagnostic reasoning. Acad Med. 2009;84:
1022–1028. Type 1 thinking can be influenced by multiple factors, many of them subconscious
(emotional polarization toward the patient, recent experience with the diagnosis being
considered, specific cognitive or affective biases), and is therefore represented as multiple-
channeled, whereas Type 2 processes are, in a given instance, single-channeled and linear. Type 2
override of Type 1 (executive override) occurs when physicians take a time-out to reflect on their
thinking, possibly with the help of checklists. In contrast, Type 1 may irrationally override Type 2
(dysrationalia override) when physicians insist on going their own way (e.g., ignoring evidence-
based clinical decision rules that can usually outperform them).

* “Dysrationalia” denotes the inability to think rationally despite adequate intelligence.68

† “Calibration” denotes the degree to which the perceived and actual diagnostic accuracy correspond.

Quality Improvement

Academic Medicine, Vol. 86, No. 3 / March 2011308



the gastrointestinal tract without
considering other possibilities, such as
pneumonia, lead poisoning, or diabetic
ketoacidosis. Premature closure is our
tendency to stop considering problems
after we find an apparently adequate
solution.29 Taking a diagnostic time-out
would provide the opportunity to

• Consider the opposite: “Why can’t this
be something else?” Tests that rule out
alternative possibilities are often more
valuable than tests that confirm our
original suspicion.25

• Use “prospective hindsight”: Derived
from military planners, this technique
asks us to look into the future and see
what would happen if our diagnosis
was wrong. What did we miss, and
what else should we have
considered?30,31

• Apply decision support tools: A growing
number of Web-based differential
diagnosis generators are available, such as
DXplain (http://dxplain.org/dxp/dxp.pl),
Isabel (http://www.isabelhealthcare.com),
VisualDx (http://www.visualdx.com),
and PEPID (http://www.pepid.com). The
low-tech counterpart is to employ a
systematic approach, which might
include a checklist.

An appropriate step at this point is to
consider whether a diagnosis needs to be

made at all, or if it can wait, because
other decisions may take priority, such as
empiric therapy or hospital admission. A
patient’s presentation often changes over
time as the symptoms evolve. It may be
wise to hold off making a diagnosis32,33

and write “NYD” (not yet diagnosed) in
the record after the presenting
symptom.34 We should avoid any
diagnostic label until our certainty is high
because dialogue and thinking often stop
the instant a label is applied.35,36

Embark on a plan, but acknowledge
uncertainty and ensure a pathway for
follow-up.37,38 We often just play the
odds when we make a diagnosis.
Certainty is not a realistic possibility. The
correct diagnosis often emerges over time
as test results become available or as the
patient’s symptoms and signs evolve. This
longitudinal aspect of diagnosis mandates
that we reconsider an initial diagnosis at
later points in time.39 We strongly
advocate including the patient in this
process. We should tell the patient our
initial thoughts, make clear any
uncertainties, and lay out a concrete plan
for follow-up.37 Closing this loop by
ensuring follow-up is a strategy that can
help improve the reliability of diagnosis
and provide key feedback to help
improve our “calibration”—the

correlation between our perceived and
actual diagnostic accuracy.

Differential diagnosis checklists

The final common pathway for most
diagnostic errors is our failure to consider
the correct diagnosis.5,26 We argue that
this can be addressed by using a set of
differential diagnosis checklists. The
differential diagnosis checklists

Table 1
Cognitive Biases and Failed Heuristics Addressed by Diagnostic Checklists

Bias or heuristic Definition* Role of checklist

Anchoring The tendency to perceptually lock on to salient features
of the patient’s presentation too early in the diagnostic
process and failing to adjust this impression in light of
later information.

Prompt physician to consider diagnoses other than the
initially favored one.

...................................................................................................................................................................................................................................................................................................................
Availability The disposition to judge things as being more likely or

frequently occurring, if they readily come to mind.
Prompt physician to consider diagnoses other than
those that readily come to mind.

...................................................................................................................................................................................................................................................................................................................
Base-rate neglect The tendency to ignore the true prevalence of a

disease, either inflating or reducing its base rate and
distorting Bayesian reasoning.

Remind physician of the relative prevalence of diseases
in primary care for the patient’s complaint.

...................................................................................................................................................................................................................................................................................................................
Premature closure The decision-making process ends too soon; the

diagnosis is accepted before it has been fully verified.
“When the diagnosis is made, the thinking stops.”

Prompt physician to reopen the diagnostic process and
consider alternative diagnoses before discharging the
patient.

...................................................................................................................................................................................................................................................................................................................
Representativeness restraint The physician looks for prototypical manifestations of

disease (pattern recognition) and fails to consider
atypical variants.

Prompt physician to consider causes for the symptoms
other than the ones that readily fit the pattern.

...................................................................................................................................................................................................................................................................................................................
Search satisficing The tendency to call off a search once something is

found.
Prompt physician to consider additional causes of the
complaint after something is found.

...................................................................................................................................................................................................................................................................................................................
Unpacking principle The failure to elicit all relevant information in

establishing a differential diagnosis.
Prompt physician to ask questions that might confirm
or rule out alternative diagnoses.

...................................................................................................................................................................................................................................................................................................................
Context errors The critical signal is distorted by the background

against which it is perceived.
Encourage physician to rethink assumptions and
maintain objectivity.

* Source: Croskerry P. Cognitive and affective dispositions to respond. In: Croskerry P, Cosby K, Schenkel S, Wears
R, eds. Patient Safety in Emergency Medicine. Philadelphia, Pa: Lippincott Williams & Wilkins; 2009:219–227.

List 1
Proposed General Checklist for
Diagnosis

• Obtain your own complete medical history.

• Perform a focused and purposeful physical
exam.

• Generate initial hypotheses and
differentiate these with additional history,
physical exam, and diagnostic tests.

• Pause to reflect—take a diagnostic “time
out.”

� Was I comprehensive?

� Did I consider the inherent flaws of
heuristic thinking?20

� Was my judgment affected by any other
bias?

� Do I need to make the diagnosis now, or
can I wait?

� What is the worst-case scenario?

• Embark on a plan, but acknowledge
uncertainty and ensure a pathway for
follow-up.
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highlighted in List 2 and detailed in the
Supplemental Digital Appendix (http://
links.lww.com/ACADMED/A38) have a
single purpose: to prompt the physician
to consider a comprehensive list of causes
for the complaints that commonly
present diagnostic challenges. The
checklists highlight diagnoses that should
not be missed and those that are, in fact,
commonly missed.26 The development
and focus of the differential diagnosis
checklists were based on published data
and the authors’ experiences.26,40

One of the authors (J.E.) used published
differential diagnoses41–48 to develop

checklists for 46 presenting complaints,
such as chest pain, fatigue, cough,
dizziness, and so on. The checklists were
revised during two years of use in clinic.
A six-minute video that demonstrates use
of the differential diagnosis checklist is
available on YouTube (http://www.
youtube.com/watch?v�uHpieuyP1w0).
The diagnoses are ordered according to
prevalence in primary care, despite the
lack of supporting data, because
prevalence may provide more
diagnostically helpful information than
more traditional variables such as
anatomy,43,45,46,48 pathophysiology,41,45

body system,44,45,47,48 or medical
specialty.42,48

It would require thousands of checklists
to cover 100% of presenting complaints.
Instead, we aimed to cover 99% of those
patients who present diagnostic
challenges with a small number of
checklists. And within each checklist, our
goal was to cover at least 99% of patients
with a short list of causes for the
complaint. We excluded complaints in
which the focus is more on treatment
than diagnosis, such as diabetes and
hypertension, and we excluded
complaints for which a list of causes
would be unlikely to benefit clinicians,
such as constipation and breast lumps.

We lumped diagnoses into clinically
relevant groups rather than splitting
them into distinct pathologic entities
(e.g., “pneumonia” rather than
“pneumococcal pneumonia,” “klebsiella
pneumonia,” and so on). We also
grouped presenting problems (e.g.,
“abdominal/pelvic pain” rather than
“right-upper-quadrant pain,” “right-
lower-quadrant pain,” and so on)
because we wanted to avoid redundancy.
For example, if we did not group
presenting problems in this way,
pneumonia would have to appear on the
right-upper-quadrant-pain checklist, the
right-lower-quadrant-pain checklist, and
many others.

Although the checklists were developed
in the outpatient setting, they may also
improve diagnostic accuracy for
inpatients. Admitted patients generally
come with “admitting diagnoses,” but
hospitalist physicians could review the
checklist at the time of admission to help
determine whether further history taking,
physical exam, or diagnostic testing is
indicated. They also might find it

beneficial to review the checklist for
patients who do not respond to initial
treatment.

We have not formally evaluated the
differential diagnosis checklists, but one
of the authors (J.E.) has noted anecdotal
success from two years of using the
checklists in practice. For example, a 90-
year-old woman with chronic obstructive
pulmonary disease, coronary artery
disease, and metastatic ovarian cancer
presented to clinic with dyspnea. The
resident noted wheezes which cleared
after two albuterol nebulizer treatments,
but the patient continued to complain of
dyspnea. She had been seen four days
earlier with a “COPD exacerbation” and
was discharged from clinic after
symptomatic improvement with a single
albuterol treatment. The attending
physician (J.E.) reviewed the dyspnea
checklist with the resident, and this
prompted a d-dimer test. The d-dimer
was 13.89 �g/mL (normal: �0.50 �g/
mL). A computerized tomographic
angiogram showed pulmonary emboli,
and the patient was admitted to the
hospital and started on heparin.
However, this example should be viewed
cautiously because it occurred against a
background of many checklist reviews
that did not alter the initial diagnosis and
many that led to further testing with
negative results.

Cognitive forcing checklists for specific
diseases

Checklists can serve as cognitive forcing
functions— critical elements in the
execution of a process to ensure that a
correct procedure is followed, or to
prevent an untoward event.49 For
example, a customer using an automatic
teller machine cannot withdraw cash
until the card is removed. Thus, the error
of leaving the card in the machine is
avoided. If the checklist is always built
into diagnostic thinking, then it becomes
a forcing function—the final diagnosis
cannot be made until the checklist has
been reviewed. Cognitive forcing can be
generic or specific. In the generic sense,
an overarching planning principle is
applied (List 1). For example, the
“ROWS” (rule out worst-case scenario)
strategy ensures that the worst
possibilities always receive consideration.
In the specific sense, checklists may help
avoid predictable pitfalls for particular
diseases (List 3). Although errors of
commission are typically more visible

List 2
Example of Differential Diagnosis
Checklist

Sinus tachycardia
• Anxiety, emotional stress

• Pain

• Recent physical exertion

• Chronic obstructive pulmonary disease

• Infections, fever*†

• Pregnancy (10 to 20 beats per minute at
term)*

• Drugs (alcohol, amitriptyline,
amphetamines, amyl nitrite,
anticholinergics, atropine, beta-blocker
withdrawal, bupropion, caffeine, cilostazol,
cocaine, ephedrine, epinephrine,
isoproterenol, nicotine, tobacco)†

• Diabetic cardiovascular autonomic
neuropathy

• Myocardial infarction*†

• Pulmonary embolus*†

• Pneumonia*†

• Anemia*†

• Hemorrhage*

• Hypotension, shock*

• Hypovolemia, dehydration*

• Hyperthyroidism*†

• Hypoglycemia*

• Heart failure, pulmonary edema*

• Cardiomyopathy, myocarditis*

• Pericarditis*

• Acute mitral regurgitation*

• Pneumothorax*

• Aortic insufficiency*

• Hypoxia*

• Serotonin syndrome*

• Inappropriate sinus tachycardia

• Postural orthostatic tachycardia syndrome

• Chronic nonparoxysmal sinus tachycardia

• Pheochromocytoma

* “Don’t-miss” diagnosis.
† Commonly missed diagnosis.
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and detectable than errors of omission,
the latter tend to predominate,22,50 and
forcing strategies will inevitably focus on
them.

Further Considerations and
Cautions

Previous investigators have proposed
checklists as a concept that might reduce
diagnostic errors.10,21,51 To move this
concept forward, we developed three
kinds of checklists, which we have used in
our own practices. Each checklist has a
different function, and each requires
further development and evaluation.

Related studies

Diagnostic support tools include practice
guidelines, clinical algorithms,
differential diagnosis textbooks, and
computerized decision support.
However, most evidence-based guidelines

address treatment rather than diagnosis.
Diagnostic algorithms help physicians
make rapid testing decisions, but they
usually do not provide comprehensive
differential diagnoses. Differential
diagnosis textbooks contain more than
simple lists, and their purpose goes
beyond simple prompting. Commercial
decision support tools, such as Isabel
(www.isabelhealthcare.com) and
Problem-Knowledge Couplers
(www.pkc.com), use patient-specific data
to provide patient-specific differential
diagnoses.6 These tools seem superior to
generic checklists because they narrow
the list of diagnoses to those that are
most likely for a particular patient.
However, decision support systems have
not been widely adopted in practice,52,53

they suffer from an inadequate
knowledge base,6 they can be difficult to
incorporate into the workflow,6,54 –56 and
their ability to improve diagnostic
performance is promising but still being
evaluated.6,57,58

Other interventions similar to checklists
include chart reminders,59 preventive
care prompts,60 medical record
templates,61 and mnemonic devices
(mental checklists).62 These interventions
have various purposes, formats, and
organizational structures that differ from
diagnostic checklists.

Limitations of checklists

Recent success in adapting preflight-style
checklists to medical procedures has
received justifiable interest,14,17 but
checklists for diagnosis may be a “bridge
too far.” The analogy between actionable
procedures in aviation and cognitive
procedures in diagnosis is not tight.
Thoughts are less tangible than actions,
and it is more difficult to determine
whether they have been completed. In
both medical and nonmedical settings,
checklists are read aloud by teams rather
than silently by individuals.11 But
diagnosis is usually silent, lonely work,
and a natural pause point11 to review the
checklist, such as before takeoff or before
incision, does not exist in diagnosis,
which can stretch over hours, days, or
even months.

Diagnostic checklists have not been
formally tested in practice to determine
whether they are beneficial. The
checklists in this article were not derived
using rigorous or reproducible methods,
and we are not promoting them for wider

use before further revision based on
rigorous methods. Instead we are
promoting the need to study and test
checklists as a potential method for
preventing diagnostic errors. Checklists
of actionable procedures might have
enough face validity to make such testing
unnecessary or even unethical.60,63 For
example, Balas and colleagues60

questioned the ethics of allowing patients
to participate in a usual-care arm (i.e., no
safety intervention) in clinical trials of
safety innovations.60 Similarly, airline
pilots did not formally test their
checklists before adopting them. Instead,
they learned from their mistakes and
made thousands of incremental changes
to prevent them.63 However, diagnostic
checklists may have a greater potential for
harm than preflight or surgical checklists.
For example, they could lead to excessive
consultation or needless testing (although
most serious errors result from doing too
little rather than too much22).

For most patients, diagnostic checklists
seem unnecessary. Preflight checklists
also seem unnecessary in most cases
because experienced pilots could recite
them from memory. But pilots have
learned not to rely on their memories. In
contrast, physicians value superior recall
and shoot-from-the-hip decisions more
than mental crutches, reflective thought,
or disciplined task performance.
Diagnostic expertise defines the medical
profession. But as Donald Berwick said,
“Genius diagnosticians make great
stories, but they don’t make great health
care.”64 Checklists were not adopted
without struggle in operating rooms,
intensive care units, or even airplanes.

Checklists could produce a false sense of
reassurance that leads to complacency,
evades the cognitive work required to
make a correct diagnosis, neglects
patient-specific factors, and obscures
aspects of care unrelated to diagnosis.
Similar concerns were raised with clinical
algorithms. It was feared that physicians
would rigidly follow algorithms without
accounting for individual patient
differences, but investigators found few
data to support these concerns when
algorithms were studied in practice.65,66

The key to reducing diagnostic errors
may be less tied to checklists than to a
diagnostic time-out—a brief pause to
reflect on our diagnostic reasoning and
affective state. But rather than unfocused

List 3
Example of a Disease-Specific
Cognitive Forcing Checklist

Ankle injury
• Differential diagnosis

� Ankle sprain

� Delayed onset muscle soreness

� Achilles tendon injury (partial or
complete) and tendinitis

� Ankle or foot fracture

� Acute gout

� Peroneal tendon syndromes (tendinitis,
subluxation, tears)

• Forcing functions

� Assess for neurovascular compromise
(cold foot or paresthesia)

� Consider stress films for ankle stability

� Ankle and foot X-rays if indicated

� Anterior drawer test

� Talar tilt test

� Squeeze test

� Thompson test

� Peroneal tendon stability test

• Pitfalls

� Missed neurovascular injury (suspect if
cold foot or paresthesias)

� Underappreciated ankle instability

� Missed associated fracture (especially
navicular or metatarsal stress fracture)

� Missed Maisonneuve fracture (proximal
fibula)

� Missed Achilles tendon rupture (partial or
complete)

� Missed complex regional pain syndromes

� Missed peroneal tendon syndromes
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attempts to think harder or recognize a
distracting mood, we could review a
diagnostic checklist and document this
procedure in the medical record: During
an active diagnostic time-out, I reviewed
each item in the general checklist and
considered each item in the chest pain
checklist. I considered but rejected
pulmonary embolus because I judged the
risk of harm from excessive testing and
pursuit of false-positive results to be
greater than the risk of missing that
diagnosis in this patient.

Conclusions

We should ask many questions before
adopting diagnostic checklists: (1) Will
they prevent diagnostic errors? Could
they do more harm than good? (2) What
is the optimal content and organization
for checklists? (3) Who should review the
checklist: physicians, nurses, patients,
family members, dedicated staff?15 (4)
Will checklists be valued or even accepted
by busy physicians? How should they be
assimilated into the workflow? (5) How
should checklists be presented: card in
the pocket, poster on the wall, computer
on the desk, or computer in the pocket?
(6) When should checklists be
reviewed— before, during, after, or
remote from the patient encounter? (7)
Should we use checklists routinely or
selectively? If selectively, what should
trigger their use?

Checklists are mandatory for pilots.
Should they be mandatory for physicians?
Diagnostic errors are common enough
that mandatory checklists might be
reasonable if they can be shown to work.
Pilots do not have the option of skipping
their checklists when the risk is low
(sunny day, familiar airport, experienced
crew). However, any recommendation to
physicians to “use this checklist exactly
when you think you don’t need it” will
likely be met with skepticism. It would be
tempting to use checklists only when we
lack confidence in our diagnoses, but
confidence is a poor predictor of
diagnostic accuracy.67 Future studies
might identify “red flags” that should
prompt a time-out and checklist review.
Generic red flags might include failure to
respond to initial treatment, second visit
to the emergency department for the
same problem, or presenting symptoms
that are commonly associated with
diagnostic errors. Complaint-specific red
flags for headache might include

“thunderclap” headache, “worst-ever”
headache, and stiff neck.

Most missed diagnoses result from our
failure to consider the correct diagnosis
as a possibility. Checklists could
potentially help us avoid this and other
common errors that lead to missed
diagnoses. We should feel a sense of
urgency to explore this potential in
practice because harmful diagnostic
errors are common, and they are
commonly preventable.

Acknowledgments: The authors are indebted to
Amy Miranda, Grace Garey, Mary-Lou Glazer,
and Wendy Isser for their expert administrative
and bibliographic support.

Funding/Support: None.

Other disclosures: None.

Ethical approval: Not applicable.

References
1 Elstein AS. Clinical judgment: Psychological

research and medical practice. Science. 1976;
194:696 –700.

2 Berner ES, Graber ML. Overconfidence as a
cause of diagnostic error in medicine. Am J
Med. 2008;121(5 suppl):S2–S23.

3 Bhasale AL, Miller GC, Reid S, Britt HC.
Analysing potential harm in Australian
general practice: An incident-monitoring
study. Med J Aust. 1998;169:73–76.

4 Leape LL, Brennan TA, Laird N, et al. The
nature of adverse events in hospitalized
patients: Results of the Harvard Medical
Practice Study II. N Engl J Med. 1991;324:
377–384.

5 Graber ML, Franklin N, Gordon R.
Diagnostic error in internal medicine. Arch
Intern Med. 2005;165:1493–1499.

6 Miller RA. Computer-assisted diagnostic
decision support: History, challenges, and
possible paths forward. Adv Health Sci
Educ Theory Pract. 2009;14(suppl 1):
89 –106.

7 Rosenbloom ST, Geissbuhler AJ, Dupont
WD, et al. Effect of CPOE user interface
design on user-initiated access to
educational and patient information during
clinical care. J Am Med Inform Assoc. 2005;
12:458 –473.

8 Singh H, Petersen LA, Thomas EJ.
Understanding diagnostic errors in medicine:
A lesson from aviation. Qual Saf Health Care.
2006;15:159 –164.

9 Mamede S, Schmidt HG, Rikers R. Diagnostic
errors and reflective practice in medicine.
J Eval Clin Pract. 2007;13:138 –145.

10 Croskerry P. The importance of cognitive
errors in diagnosis and strategies to minimize
them. Acad Med. 2003;78:775–780. http://
journals.lww.com/academicmedicine/
Fulltext/2003/08000/The_Importance_of_
Cognitive_Errors_in_Diagnosis.3.aspx.
Accessed January 4, 2011.

11 Gawande A. The Checklist Manifesto—How
to Get Things Right. New York, NY:
Metropolitan Books; 2009.

12 Karl R. Briefings, checklists, geese, and
surgical safety. Ann Surg Oncol. 2010;
17:8 –11.

13 Reason J. Human Error. Cambridge,
England: Cambridge University Press; 1990.

14 Pronovost P, Needham D, Berenholtz S, et al.
An intervention to decrease catheter-related
bloodstream infections in the ICU. N Engl
J Med. 2006;355:2725–2732.

15 Gawande A. The checklist. The New Yorker.
December 10, 2007:86 –95.

16 Berenholtz SM, Pronovost PJ, Lipsett PA, et
al. Eliminating catheter-related bloodstream
infections in the intensive care unit. Crit Care
Med. 2004;32:2014 –2020.

17 Haynes AB, Weiser TG, Berry WR, et al. A
surgical safety checklist to reduce morbidity
and mortality in a global population. N Engl
J Med. 2009;360:491–499.

18 Sloman S. The empirical case for two systems
of reasoning. Psychol Bull. 1996;119:3–22.

19 Croskerry P. Clinical cognition and
diagnostic error: Applications of a dual
process model of reasoning. Adv Health Sci
Educ Theory Pract. 2009;14(suppl 1):27–35.

20 Croskerry P. Cognitive and affective
dispositions to respond. In: Croskerry P,
Cosby K, Schenkel S, Wears R, eds. Patient
Safety in Emergency Medicine. Philadelphia,
Pa: Lippincott Williams & Wilkins; 2009:
219 –227.

21 Graber ML. Educational strategies to reduce
diagnostic error: Can you teach this stuff?
Adv Health Sci Educ Theory Pract.
2009;14(suppl 1):63–69.

22 Hayward RA, Asch SM, Hogan MM, Hofer
TP, Kerr EA. Sins of omission: Getting too
little medical care may be the greatest threat
to patient safety. J Gen Intern Med. 2005;20:
686 –691.

23 Croskerry P. Timely recognition and
diagnosis of illness. In: MacKinnon N, ed.
Safe and Effective: The Eight Essential
Elements of an Optimal Medication-Use
System. Ottawa, Ontario, Canada: Canadian
Pharmacists Association; 2007:79 –93.

24 Croskerry P. Context is everything or how
could I have been that stupid? Healthc Q.
2009;12 Spec No Patient:e171–e176.

25 Taleb NN. The Black Swan. New York, NY:
Random House; 2007.

26 Schiff GD, Hasan O, Kim S, et al. Diagnostic
error in medicine: Analysis of 583 physician-
reported errors. Arch Intern Med. 2009;169:
1881–1887.

27 Kachalia A, Gandhi TK, Puopolo AL, et al.
Missed and delayed diagnoses in the
emergency department: A study of closed
malpractice claims from 4 liability insurers.
Ann Emerg Med. 2007;49:196 –205.

28 Plebani M. Exploring the iceberg of errors in
laboratory medicine. Clin Chim Acta. 2009;
404:16 –23.

29 Elstein AS. Clinical reasoning in medicine. In:
Higgs J, Jones MA, eds. Clinical Reasoning in
the Health Professions. Woburn, Mass:
Butterworth-Heinemann; 1995:49 –59.

30 Mitchell DJ, Russo JE, Pennington N. Back to
the future: Temporal perspective in the
explanation of events. J Behav Decis Making.
1989;2:25–38.

31 Kahneman D, Klein G. Conditions for
intuitive expertise: A failure to disagree. Am
Psychol. 2009;64:515–526.

Quality Improvement

Academic Medicine, Vol. 86, No. 3 / March 2011312

http://journals.lww.com/academicmedicine/Fulltext/2003/08000/The_Importance_of_Cognitive_Errors_in_Diagnosis.3.aspx
http://journals.lww.com/academicmedicine/Fulltext/2003/08000/The_Importance_of_Cognitive_Errors_in_Diagnosis.3.aspx
http://journals.lww.com/academicmedicine/Fulltext/2003/08000/The_Importance_of_Cognitive_Errors_in_Diagnosis.3.aspx
http://journals.lww.com/academicmedicine/Fulltext/2003/08000/The_Importance_of_Cognitive_Errors_in_Diagnosis.3.aspx


32 Wears RL. What makes diagnosis
hard? Adv Health Sci Educ Theory Pract.
2009;14(suppl 1):19 –25.

33 Kovacs G, Croskerry P. Clinical decision
making: An emergency medicine perspective.
Acad Emerg Med. 1999;6:947–952.

34 Campbell SG. Advances in emergency
medicine: A 10-year perspective. Can J Diag.
2003;20:115–118.

35 Croskerry P. Avoiding pitfalls in the
emergency room. Can J Contin Med Educ.
April 1996:63–76.

36 Vickers AJ, Basch E, Kattan MW. Against
diagnosis. Ann Intern Med. 2008;149:200 –
203.

37 Schiff GD. Minimizing diagnostic error: The
importance of follow-up and feedback. Am J
Med. 2008;121(5 suppl):S38 –S42.

38 Redelmeier DA. Improving patient care. The
cognitive psychology of missed diagnoses.
Ann Intern Med. 2005;142:115–120.

39 Crandall B, Wears RL. Expanding
perspectives on misdiagnosis. Am J Med.
2008;121(5 suppl):S30 –S33.

40 Shojania KG, Burton EC, McDonald KM,
Goldman L. Changes in rates of autopsy-
detected diagnostic errors over time: A
systematic review. JAMA. 2003;289:2849 –
2856.

41 Adler SN, Adler-Klein D, Gasbarra DB. A
Pocket Manual of Differential Diagnosis. 5th
ed. Philadelphia, Pa: Lippincott Williams &
Wilkins; 2008.

42 Greenberger NJ. Handbook of Differential
Diagnosis in Internal Medicine: Medical Book
of Lists. 5th ed. St. Louis, Mo: Mosby; 1998.

43 Wiener SL. Differential Diagnosis of Acute
Pain by Body Region. New York, NY:
McGraw-Hill; 1993.

44 Stern S, Cifu A, Atkorn D. Symptom to
Diagnosis: An Evidence-Based Guide. 2nd ed.
New York, NY: Lange; 2009.

45 Siegenthaler W. Differential Diagnosis in
Internal Medicine: From Symptom to
Diagnosis. New York, NY: Thieme
Publishers; 2007.

46 Collins RD. Differential Diagnosis in Primary
Care. 4th ed. Philadelphia, Pa: Lippincott
Williams & Wilkins; 2008.

47 Smith DS. Field Guide to Bedside Diagnosis.
Philadelphia, Pa: Lippincott Williams &
Wilkins; 1999.

48 Louis AA. Handbook of Difficult Diagnosis.
New York, NY: Churchill Livingstone; 1990.

49 Lewis C, Norman DA. Designing for error.
In: Norman D, Draper S, eds. User Centered
System Design: New Perspectives in Human-
Computer Interaction. Hillsdale, NJ:
Erlbaum; 1986:411–432.

50 Wilson RM, Runciman WB, Gibberd RW,
Harrison BT, Newby L, Hamilton JD. The
Quality in Australian Health Care Study. Med
J Aust. 1995;163:458 –471.

51 Newman-Toker DE, Pronovost PJ.
Diagnostic errors—The next frontier for
patient safety. JAMA. 2009;301:1060 –1062.

52 Trowbridge R, Weingarten S. Clinical
decision support systems. In: Shojania K,
Duncan B, McDonald K, Wachter R, eds.
Making Health Care Safer: A Critical Analysis
of Patient Safety Practices. Rockville, Md:
Agency for Healthcare Research and Quality;
2001.

53 Payne TH. Computer decision support
systems. Chest. 2000;118(2 suppl):47S–52S.

54 Patterson ES, Doebbeling BN, Fung CH,
Militello L, Anders S, Asch SM. Identifying
barriers to the effective use of clinical
reminders: Bootstrapping multiple methods.
J Biomed Inform. 2005;38:189 –199.

55 Bates DW, Kuperman GJ, Wang S, et al. Ten
commandments for effective clinical decision
support: Making the practice of evidence-
based medicine a reality. J Am Med Inform
Assoc. 2003;10:523–530.

56 Johnson CW. Why did that happen?
Exploring the proliferation of barely usable
software in healthcare systems. Qual Saf
Health Care. 2006;15(suppl 1):i76 –i81.

57 Graber MA, VanScoy D. How well does
decision support software perform in the
emergency department? Emerg Med J. 2003;
20:426 –428.

58 Garg AX, Adhikari NK, McDonald H, et al.
Effects of computerized clinical decision
support systems on practitioner performance
and patient outcomes: A systematic review.
JAMA. 2005;293:1223–1238.

59 McPhee SJ, Bird JA, Fordham D, Rodnick JE,
Osborn EH. Promoting cancer prevention
activities by primary care physicians. Results
of a randomized, controlled trial. JAMA.
1991;266:538 –544.

60 Balas EA, Weingarten S, Garb CT,
Blumenthal D, Boren SA, Brown GD.
Improving preventive care by prompting
physicians. Arch Intern Med. 2000;160:301–
308.

61 Marill KA, Gauharou ES, Nelson BK,
Peterson MA, Curtis RL, Gonzalez MR.
Prospective, randomized trial of template-
assisted versus undirected written recording
of physician records in the emergency
department. Ann Emerg Med. 1999;33:500 –
509.

62 Lieberman P, Decker W, Camargo CA Jr,
Oconnor R, Oppenheimer J, Simons FE.
SAFE: A multidisciplinary approach to
anaphylaxis education in the emergency
department. Ann Allergy Asthma Immunol.
2007;98:519 –523.

63 Leape LL, Berwick DM, Bates DW. What
practices will most improve safety? Evidence-
based medicine meets patient safety. JAMA.
2002;288:501–507.

64 Gaither C. What your doctor doesn’t know
could kill you. Boston Globe. July 14, 2002.
http://www.boston.com/news/globe/reprints/
071402_whenyourdoc/. Accessed December
25, 2010.

65 McDonald CJ, Wilson GA, McCabe GP Jr.
Physician response to computer reminders.
JAMA. 1980;244:1579 –1581.

66 Shoemaker WC, Corley RD, Liu M, et al.
Development and testing of a decision tree
for blunt trauma. Crit Care Med. 1988;16:
1199 –1208.

67 Friedman CP, Gatti GG, Franz TM, et al. Do
physicians know when their diagnoses are
correct? Implications for decision support
and error reduction. J Gen Intern Med. 2005;
20:334 –339.

Reference cited only in figure

68 Stanovich KE. Dysrationalia: A new specific
learning disability. J Learn Disabil. 1993;26:
501–515.

Quality Improvement

Academic Medicine, Vol. 86, No. 3 / March 2011 313

http://www.boston.com/news/globe/reprints/071402_whenyourdoc/
http://www.boston.com/news/globe/reprints/071402_whenyourdoc/

